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Artificial intelligence vs machine learning

Artificial intelligence refers to the general
ability of computers to emulate

human thought and perform tasks in real-
world environments, while machine learning
refers to the technologies and algorithms
that enable systems to identify patterns,
make decisions, and improve themselves
through experience and data.

https://ai.engineering.columbia.edu/ai-vs-machine-
learning /#:~:text=Put%20in%20context%2C%20artificial%20intelligence,and%20improve%20themselves%20through%20experience

What is Al?
https://www.youtube.com/watch?v=NbEbs6I3elLw



https://ai.engineering.columbia.edu/ai-vs-machine-learning/#:%7E:text=Put%20in%20context%2C%20artificial%20intelligence,and%20improve%20themselves%20through%20experience
https://ai.engineering.columbia.edu/ai-vs-machine-learning/#:%7E:text=Put%20in%20context%2C%20artificial%20intelligence,and%20improve%20themselves%20through%20experience
https://www.youtube.com/watch?v=NbEbs6I3eLw

Al and Machine Learning

How do artificial intelligence, machine
learning, neural networks, and deep
learning relate?

Artificial Intelligen

nnnnnnnnnnn
Neural Networks

XY

https://www.ibm.com/cloud/blog/ai-vs-machine-learning-vs-deep-learning-vs-neural-networks

What's the Difference Between Al, Machine Learning, and Deep Learning?
https://www.youtube.com/watch?v=J4Qsr93L1gs&t=29s



https://www.ibm.com/cloud/blog/ai-vs-machine-learning-vs-deep-learning-vs-neural-networks
https://www.youtube.com/watch?v=J4Qsr93L1qs&t=29s

ANNS

Artificial Neural Networks
(ANNs)—mimic the human
brain through a set of
algorithms (Similar to linear
regression).

m

E w;x; + bias = wixy + woxs + wixs + bias
i=1

https://www.ibm.com/cloud/blog/ai-vs-machine-learning-vs-deep-learning-vs-neural-networks



https://www.ibm.com/analytics/learn/linear-regression
https://www.ibm.com/analytics/learn/linear-regression
https://www.ibm.com/cloud/blog/ai-vs-machine-learning-vs-deep-learning-vs-neural-networks

Interpolation

The goal in interpolation is to find a polynomial curve that passes
through a set of points. For example, the following data points
are given:

(mil: yO): (aj]—? yl): s (mﬂﬁ L *n,)

1 1

-1

Plot of a set of data with linear Plot of the data with polynomial
interpolation (Wikipedia) interpolation applied (Wikipedia)



Interpolation
methods

Fit a polynomial of the form

Lagrange polynomial
interpolation

Cubic spline interpolation
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Interpolation - Polynomial Fit

 The goal in interpolation is to find a polynomial curve that passes through a set of
points. For example, the following data points are given for (n number of points):

‘n” number of equations and ‘n” unknowns
2
Y1 = ap + a1z + asx] + ... anxy

T

2
Y2 = ap + 172 + a2x3 + ... Andy

2 mn
Yn = Qg T Q1T + AT, + ...0,T
We can write the equations as a matrix equation Az = b 1
ol 1 2 a2 n Tao]
Y1 Ty Xy Ty o
w| |1 e 23 . 2 |a :

Un 1z, z, ... z3| [an




Interpolation - Lagrange polynomial
interpolation

Given the points (z1,y1), ... (Zn, yn), the Lagrange polynomial interpolation is
y(x) = Li(z)y1 + La(2)y2 + ... Lu(x)yn = Y _ Li(x)y;
i=1
where
Li(x) = (r — .zil)(r —T9) ... (z—x; 1) (x—x411)
(;1’-?;— ;1’-1)(.1.’@' — .1.’2) .o (.1@ — .1@_1] (.1?
j=n

_ H (I‘ — .Ifj)

=1t (If_ - .I.’j)

Lagrange polynomial with 2 points (z1,vy,) and (z2.y2).

y(r) = Li(x)y1 + La(7)y2

X — T €Tr — a1

y2
I — I o — I



Interpolation - Cubic spline

Instead of doing this problem in general, let's focus on the
problem of interpolating 5 points (x1; y1), (x2; y2), (x3; y3), (x4;
v4) and (x5; y5).

We will use four cubic polynomial segments. Each segment i (i =
1; 2; 3; 4 ) has an equation

yi(2) = a; + bjx + c;a* + d;x®



Interpolation - Cubic spline

_ 2 3
Yi (:23) =a; + b;x + c;x” + d;x
The four cubic polynomial segments (i=1; 2; 3; 4 ) in a matrix form
[A][a,b,c,d constants]=[Vector of y data points]
It is easier to work with re-parametrized x values, where each segment will start at x
=0and runtox=1.

10000 0O 0 00 0 0 00 0 0 0]/[a T
111100 0000 0 00 0 0 0|k 7o
01230 -1 0000 000 0 0 0]|e 0
00260 0 2000 0 00 0 0 0]|d 0
00001 0 0 000 0 00 0 0 0|]la o
000011 1 10 0 0 00 0 0 0|k 73
00000 1 2 30 -1 000 0 0 0|]|e 0
00000 0 2 60 0 —200 0 0 0fld] |o
0000O0TO0O 0 01 0 0 00 0 0 0|lal” |us
000010 0O 0 01 1 1 10 0 0 0]]|b i
000000 0 00 1 2 301 0 0|]|e 0
000000 O 000 2 60 0 -2 0|]|d 0
000000 O 000 0 01 0 0 0|]|a T
000000 O 000 0 01 1 1 1|]|b 7s
00260 0 0 000 0 00 0 0 0]le 0
00000 0 0 00 0 0 00 0 2 6| |d [0



Linear Regression

Reminder: Typical equation of a line: y=mx+Db

Given points (z1,y1), (2,%2), (T3,¥3) ..., (Tn,Yyn), find the equation of the line

Yy=dag+ a1
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https://www.mathsisfun.com/data/least-squares-regression.html



https://www.mathsisfun.com/data/least-squares-regression.html

Linear Regression

Given points (z1,y1), (22,%2), (23,¥3) ..., (Tn,Yyn), find the equation of the line
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https://www.mathsisfun.com/data/least-squares-regression.html



https://www.mathsisfun.com/data/least-squares-regression.html

Linear Regression
Given points (1, Y1), (22,%2), (£3,¥3) ..., {;Pwﬂd the equation of the line
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https://www.mathsisfun.com/data/least-squares-regression.html



https://www.mathsisfun.com/data/least-squares-regression.html

Linear Regression
Given points (1, Y1), (22,%2), (£3,¥3) ..., {Iﬂwﬂd the equation of the line

@
e @

RS SE

N

10 12 14 16 18 20 24 26
Temperature °C

A,
We can only find a line that “best fits" the points: y’L — ao _1_ a 1 L

https://www.mathsisfun.com/data/least-squares-regression.html



https://www.mathsisfun.com/data/least-squares-regression.html

Linear Regression
Given points (1, Y1), (22,%2), (£3,¥3) ..., {;1*,,,3;,1\}._fi«11d the equation of the line
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A
We can only find a line that “best fits" the points: y’L — CLO —1— (l 1 T
The error in prediction for each point is: E A

i = (Vi — i)

https://www.mathsisfun.com/data/least-squares-regression.html



https://www.mathsisfun.com/data/least-squares-regression.html

Linear Regression

Given points (z1,y1), (22,%2), (23,¥3) ..., (Tn,Yyn), find the equation of the line

Ei = (Yi — Y
/

Y
We can only find a line that “best fits" the points: y,& — aO _1_ ( 1 L

https://www.mathsisfun.com/data/least-squares-regression.html



https://www.mathsisfun.com/data/least-squares-regression.html

Linear Regression

Given points (z1,y1), (22,%2), (23,¥3) ..., (Tn,Yyn), find the equation of the line

L.

$700
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8 $400 o %%
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We can only find a line that “best fits" the points. U, = ap+a1x
The error in prediction for each point is: INES (yl o y’é)
n
To find the total error we can’t just add the errors E o A \?2
because positive errors cancel negative errors. — (yz _ yz)
Therefore, the total error is given a squared form as: i—1

https://www.mathsisfun.com/data/least-squares-regression.html



https://www.mathsisfun.com/data/least-squares-regression.html

Linear Regression

Given points (z1,y1), (22,%2), (23,¥3) ..., (Tn,Yyn), find the equation of the line

)

Yi = Ao +a1x
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The total error: $600 .
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https://www.mathsisfun.com/data/least-squares-regression.html



https://www.mathsisfun.com/data/least-squares-regression.html

Linear Regression

Given points (z1,y1), (22,%2), (23,¥3) ..., (Tn,Yyn), find the equation of the line

&

)

Yi = ap+a1x

$700

T
The total error: F = E (yl _ y"%)Z 5600 | .
1=1

$500 -
$400 ® % %

$300

T
$200 { o
- Z(yi —ap — a13;)°
i=1 |

$0 +

Since we want this error to be minimum, we differentiate the error first
with respect to a.and then with respect to a.and set equal to 0.

OE

= — 2)(y; —ag —ayx;)(—1) =0
ag ~ 2 0 — ars)(—1)

OF

— = 2)(y; —ag —arx;)(—x;) =0
P, ;( )(ys — a0 — ayy)(—;)



Linear Regression

Given points (z1,y1), (22,%2), (23,¥3) ..., (Tn,Yyn), find the equation of the line

)

Yi = Ao +a1x

$700
' ' $600 .
OF " >
() — (2)(% — dp — (Ll;l‘?'_)(—l) =0 $500 ,.
“0 2 $400 e % ¢
i=1
IE n $300 S o
oL » _ .
- = 2 Y: — an — A1 1l —r: ) = D $200 o
day Z;( )i 0 1 ?)( i) .
1=
$0

Rewriting the equation as a system of linear equations, we get

(Z 1)ao + ('Z ri)ay = Z Yi
i=1 i=1 i=1
e T "

3 wi)ao + (3B =3 wan,

. . . - n P
Rearranging as a matrix equation, and since ) ., 1 = n,

" D i1 Ti “‘0-‘ _ | X
T i — n
Zq‘.:l Tq Zfi.:l ‘T? 1y Zi:l L3l

26



Quadratic Regression




Quadratic Regression

Given points (x1,y1), (T2,¥2), (T3,¥3) ..., (Tn,Un)

2
Y = apg+ a1x + asx

The procedure is the same as linear regression:

n

= (yi — a0 — a1x; — axx})’

1=1



Quadratic Regression

Given points (z1,y1), (T2,Y2), (z3,¥3) -+, (Zn, Yn)

2
Y = apg+ a1x + asx

The procedure is the same as linear regression:

n

B = Z(yz — 4i)?
=1
= (yi — a0 — ay; — az;)?
=1 8E n
(2)(yi — a0 — ayx; — agxi)(—1) = 0

Jao i=1

OF -

S (2)(y; — ap — a1 — asx?)(—a;) =0
EE

OF - ,

@ = (2)(%_ — g — a1x; — GQZL‘,EQ)(—CEf) =0

-
I
=



Quadratic Regression

Given points (z1,y1), (T2,Y2), (z3,¥3) -+, (Zn, Yn)

n

OE

Dae —Z i —ap — a1z — asxs)(—1) =0

OFE

o0 Z —ap — a1x; — asx?)(—;) =0
OF ‘

s —Z i —ag — a1 — asx?)(—z?) =0
)i

Rearranging in the form of a matrix form:

n E 1 i
2 =17 4l 19 e
_Zi:l L Z@izl T, PR




Deep neural network
Input layer Multiple hidden layers Output layer

Deep
Learning
the depth

of layers in
a heural
network

https://www.ibm.com/cloud/blog/ai-vs-machine-learning-vs-deep-learning-vs-neural-networks



https://www.ibm.com/cloud/blog/ai-vs-machine-learning-vs-deep-learning-vs-neural-networks

Deep Learning

« I were to show you a series of images of different
types of fast food, “pizza,” “burger,” or “taco.”
The human expert on these images would
determine the characteristics which distinguish
each picture as the specific fast food type.

« "Deep"” machine learning can leverage labeled
datasets, also known as supervised learning, to
Inform its algorithm, but it doesn’t necessarily
require a labeled dataset. It can ingest
unstructured datain its raw form (e.g. text,
Images), and it can automatically determine the
set of features which distinguish "pizza", "burger”,
and "taco" from one another.

https://www.ibm.com/cloud/blog/ai-vs-machine-learning-vs-deep-learning-vs-neural-networks



https://www.ibm.com/cloud/blog/ai-vs-machine-learning-vs-deep-learning-vs-neural-networks

Brute-force approach to Artificial Intelligence

The ‘Lookup Table':
1. Store gigantic amount of information in a computer.

2. Look up the relevant information when someone asks.
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https://www.youtube.com/watch?v=-a61zsRRONc&t=1396s



https://www.youtube.com/watch?v=-a61zsRRONc&t=1396s

Artificial Intelligence: The Good, the Bad, and the Ugly - Yaser Abu-Mostafz

Now, at that point in time, it looked

Il » < 2817/1:3628 Natson Lecture (Abu-Mostafa




The Neural Network
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Artificial Intelligence: The Good, the Bad, @nd the Ugly - Yaser Abu-Mostafz o ~

How information is stored

Expert System Neural Network

el
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POP00000

system, either expert system or a neural
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Bl 4) 32:01/1:36:28 Matsondlecture.( Abu-Mostafa) ~ a0 =




Artificial Intelligence: The Good, the Bad, and the Ugly - Yaser Abu-Mostafa o

Creating the Network vs. Using the Network

-

(L1 ] )]
Qo000

00000000
({223}

a Vi

60000006

51\1" ure Op

Training

1. Very intensive computation

2. Shapes the function

do. Al has no intentions, no good

Il » < 3951/1:36:28 \Watson Lecture (Abu-Mostafa . a® m



Lucky Break #1: Local Minima

the
lower

the
better

Now, there are so many of these shallow




Artificial Intelligence: The Good, the Bad, @nd the Ugly - Yaser Abu-Mosiafa

Lucky Break #2: Over-Parametrization

- Claude
- Shannon

16 knobs but actually, say, it's 100 3

p| o) 50:02/1:36:28

https://www.youtube.com/watch?v=-a61zsRRONc&t=1396s



https://www.youtube.com/watch?v=-a61zsRRONc&t=1396s

The two lucky breaks

Local Minima Over-Parametrization

o o e

Need Far Less Need Far Less
Computation Information
% o

theoretically need, which will be a




MATLAB ANN

4\ NARX Neural Network (view) 4 P ——— b | E) [

x(t)

l' ! Hidden
.
1

https://www.mathworks.com/videos/getting-started-with-neural-networks-using-matlab-1591081815576.html|



https://www.mathworks.com/videos/getting-started-with-neural-networks-using-matlab-1591081815576.html

Introduction to
Fuzzy Logic

Fuzzy Logic was introduced in
1960s by Prof. Lotfi A. Zadeh.

Fuzzy Logic has been applied to
many fields, from control theory
to artificial intelligence.

Fuzzy Logic allows using
approximate values in control as
well as incomplete or ambiguous
data (fuzzy data) rather than crisp
data (binary yes/no choices).




Introduction to Fuzzy Logic

* Fuzzy Logic uses linguistic terms rather than numerical
values such as small, large, warm, cold, hot, far, near,
etc.

* Fuzzy sets use rules to define the control systems. The
rules are similar to human decisions.

* Fuzzy Logic is particularly advantageous for systems
where we don’t have the mathematical model of the
system to be used for control. Also, if the system is
complex and human expert decision can help in
implementing the control system.



Fuzzy Logic - Example

Control the speed of a car using fuzzy logic.
Problem: Control the speed of the car to arrive at a destination on time:

Inputs
e e L - ;
I
I
Distance from the I Output
destination Fuzzy Logic
C d
Controller ar spee
Time

Fuzzy Control rules:

1) If the distance is far, and time is short, then increase speed.

2) If the distance is near, and time is long, then reduce speed.

3) If the distance is far, and time is long, then keep the speed constant.
4) If the distance is near, and time is fine, then keep the speed constant.



Fuzzy Logic - Example

Problem: Arrive from Home to University in 30 Minutes :

Distance from the
destination:

Home to University
is 20 miles

Time:
Arrive in 30 min

Fuzzy Control rules:

Fuzzy Logic
Controller

Output

Car speed

1) If the distance is far, and time is short, then increase speed.
2) If the distance is near, and time is long, then reduce speed.
3) If the distance is far, and time is long, then keep the speed constant.
4) If the distance is near, and time is ok, then keep the speed constant.



Fuzzy Sets

Fuzzy Control rules:

1) If the distance is far, and time is short, then increase speed.

2) If the distance is near, and time is long, then reduce speed.

3) If the distance is far, and time is long, then keep the speed constant.
4) If the distance is near, and time is fine, then keep the speed constant.

Time input

Short OK Long =30 min

Output: Speed

Fuzzy Logic
Controller:

Reduce Keep Increase

Fuzzy

Rules

Near Middle Far =20 miles

Distance input
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SIMULINK fuzzy controller in obtaining
deflections (output) from the inputs
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