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The goal of this project is to develop a
system that uses large language models
(LLMs) to translate complex Intrusion
Detection System (IDS) alerts into plain
language that non-experts can easily
understand. 

This will enable broader awareness and
quicker response to potential security
threats within organizations, even by
those who may not have a deep technical
background.

Objective: 

Issue:
Logs are difficult to read and not
outputted in a user-frienfly manner.

Goal:
Create a chat bot that translates complex IDS alerts into
easy-to-understand language for non-technical users by
using an open-source large language model(LLM) deployed
locally.

We plan to use Retrieval Augmented Generation
(RAG).

By using domain-specific data, RAG helps the LLM
generate more precise and user-friendly outputs
tailored to the specific needs of the domain

Using libraries like QLoRA we can fine-tune the LLM
on consumer grade systems to fit within limited
hardware resources.

Techniques used:

Page Optimizers: Manage memory efficiently by
swapping data between GPU and CPU as needed,
helping to handle larder modern models than would
fit in GPU memory alone.

Single/Double Quantization: reduces the precision
of the model weights (8-bit to lower), significantly
decreasing memory usage and allowing for efficient
training on less powerful hardware

Example

2024-09-15 14:32:45 [INFO] - User login attempt failed.
Username: jdoe, IP: 192.168.1.100, Reason: Incorrect password

User Interface:
A front-end user interface will also be implemented to provide a user-friendly
experience, rather than just providing a console output.

The expectation is to host this user interface on a web server, with the LLM
connected to it, which then interacts with the database.

Example Interface:

The interface will include the ability to search for specific
alerts and display outputs of existing logs from a SIEM
solution in a way that is understandable to the user.


