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The California Center for Ethics and Policy (CCEP) is a university center dedicated to providing students and the community with opportunities to critically investigate ethics and policy challenges in which California can exercise national and global leadership. CCEP organizes its programs and events around annual themes. The 2024-2025 theme is:

The Ethics and Governance of Artificial Intelligence
Central to CCEP’s mission is its Ethics and Policy Student Fellows program. As a part of this program, student fellows:
· Enroll in an intensive Ethics and Policy Seminar (CLS 4990, which will meet in Spring 2025, Tuesdays and Thursdays 4-5:15pm) dedicated to the investigation of CCEP’s annual theme (see the next page for a description of the Spring 2024 seminar)
· Interact with visiting experts whose research engages with CCEP’s annual theme 
· Are strongly encouraged to take a leadership role in the activities of the Center including: 
· Outreach events, such as public workshops or voter registration initiatives, including an Election Fair, projected to be on October 11th
· CCEP’s Podcast. Some examples of student-developed episodes, including links:
· Uncertain Forecast, Episode 1 – What is Plastic?
· Securing Justice, Episode 3 – Moving Forward in Affordable Housing: The Role of Architects 
This is a funded fellowship opportunity. Thanks in large part to a generous donation from alum Michael (’72) and his wife Jeanette Bidart, students who are accepted as Ethics and Policy Fellows will have the opportunity to apply for additional scholarships and fellowships, with awards ranging from $100 to $1,000.
CCEP is pleased to invite all interested Cal Poly Pomona undergraduate students to apply to the 2024-25 Student Fellows program. Eligible students should have junior status or higher. To apply, students should: 

(a) Email a statement of interest, outlining their academic and co-curricular background relevant to this year’s CCEP theme and describing how serving as a Student Fellow would advance the student’s personal or professional goals. This statement should be between 500-1000 words and should also include the following information:
· Bronco ID number
· Major, minor (if any)
· An explanation of any leadership roles, internships, jobs, or coursework broadly related to this year’s theme.
 
Email the statement as a Word or PDF document to CCEP Director Dr. Alex Madva (ammadva@cpp.edu)

(b) Arrange for a letter of recommendation of approximately 500 words from a university faculty member familiar with applicant's background, skills, and potential, to be e-mailed to Dr. Madva. 

Both documents must be received by Friday, September 20th, 2024. Applicants will be notified regarding whether they are accepted as Fellows by Friday, September 27th.

Applicants and letter writers are encouraged to visit the CCEP website for further information. 

Ethics and Policy Seminar (CLS 4990)
Spring 2025 | Tuesdays Thursdays 4-5:15pm | 3 Units

AI Paradise or AI Apocalypse? The Ethics and Governance of Artificial Intelligence

Course Description & Objectives:
California is the global hub for technology and innovation. This year’s CCEP seminar focuses on ethical, regulatory, and policy issues that arise from the rapid development of artificial intelligence. Student fellows will read and discuss cutting edge research in this exciting interdisciplinary field. We will discuss questions such as: Should the police use AI to identify suspects and prevent crime? What’s the deal with AI influencers? How should we evaluate a search engine? What is epistemic opacity and how does it affect AI accountability? Should ChatGPT be allowed to generalize and talk about social groups such as immigrants and people with disabilities? Should we use AI to allocate scarce resources, like organs, in hopes of making difficult decisions more objective? What is algorithmic bias? How does AI discriminate with respect to race, gender, and socioeconomic status? Should developers have access to our data and images in order to produce more reliable AIs? And, what kind of trust does AI deserve, if any?

Student fellows will learn how to identify the ethically, sociopolitically, and legally salient aspects of AI design and application. They will understand the basic normative ethical theories and their implications for contemporary issues in AI. They will be able to argue for an informed opinion on difficult ethical dilemmas related to the development of technology. Finally, they will learn ways to apply their AI ethical knowledge to other aspects of their education, including conceptualizing their programming and engineering projects.

Course Structure & Expectations:
This course will be organized primarily as an in-person, discussion-focused seminar. Readings will be assigned to be completed before each class. Each week, a student fellow will be responsible for summarizing a reading and kicking off the discussion. We will have several guest speakers throughout the semester. We will also have many opportunities to interact with publicly available AI algorithms to see how they respond and where they make mistakes. Participation and active engagement is required. At the end of the semester, student fellows will be expected to propose and produce a creative project (e.g., podcast episode, public-facing article, website, etc.) that further explores a topic or case discussed in class. 

Instructor Biography:
Tiffany Zhu is a PhD candidate in the Department of Philosophy at the University of California, Irvine and a Faculty Fellow at the California Center for Ethics and Policy. She received a Master of Arts in Philosophy from Georgia State University and a Bachelor of Arts in Communication Studies from the University of California, Los Angeles. 

She is engaged in two research programs in social philosophy. In her work on the ethics of AI, she is particularly interested in how generative AI, like ChatGPT, should generalize and talk about social groups. This project aims to minimize human-AI miscommunication, disrupt the perpetuation of harmful stereotypes, and offer a set of epistemic and sociopolitical considerations that should govern AI’s language use. In her epistemological work, she is developing an account of group hypocrisy as a distinctively harmful source of institutional failure and public distrust. She examines police departments, corporations, university administrations, and diversity committees as potentially hypocritical group agents. 
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